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Toward Mitigating Stratified Tropospheric Delays
in Multitemporal InSAR: A Quadtree
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Abstract— Tropospheric delays (TDs) in differential interfer-
ometric synthetic aperture radar (InSAR) measurements are
mainly caused by spatial and temporal variation of pressure,
temperature, and humidity between SAR acquisitions. These
delays are described as one of the primary error sources in InNSAR
observations. Although independent atmospheric measurements
have been used to correct TDs, their sparse spatial or temporal
resolution requires interpolation, leading to uncertainties in the
corrected interferograms. The performance of the conventional
phase-based correction method is weakened by the presence of
confounding signals (e.g., TDs, deformation, and topographic
errors) and spatial variability of the troposphere. Here, we pro-
pose a method that can simultaneously estimate stratified TDs
together with parameters of deformation and topographic error
based on their distinct spatial-temporal correlation. Spatial vari-
ability of the relationship between TDs and topographic height
is addressed through localized estimation in windows divided
by quadtree according to height gradient. We demonstrate the
performance of the proposed method with both simulated and
real data sets. In addition, both advantages and disadvantages
of this method are addressed.

Index Terms— Interferometric synthetic aperture radar

(InSAR), least squares, tropospheric delays (TDs).

I. INTRODUCTION
NTERFEROMETRIC synthetic aperture radar (InSAR) can
provide abundant observations with high spatial resolu-

tion and precision, and has been widely applied to identify
and/or measure ground deformation [1]-[5]. In recent years,
considerable progress has been made to model multitemporal
InSAR (MTInSAR) measurements for accurate deformation
mapping [6]-[11]. The InSAR phase measurement represents
a superposition of multiple signals including deformation,
topographic error, satellite orbital inaccuracy, and atmospheric
propagation delays. To accurately retrieve the deformation
field, separating the deformation signal from the other phase

Manuscript received November 13, 2017; revised March 6, 2018 and
May 21, 2018; accepted June 26, 2018. Date of publication August 2, 2018;
date of current version December 24, 2018. This work was supported in part
by the National Nature Science Foundation of China under Grant 41774023
and Grant 41304011 and in part by the Research Grants Council of Hong
Kong under Grant PolyU 152232/17E, Grant PolyU 152214/14E, and Grant
PolyU 152043/14E. (Corresponding author: Lei Zhang.)

H. Liang, L. Zhang, X. Ding, and X. Li are with the Department of
Land Surveying and Geo-Informatics, The Hong Kong Polytechnic Univer-
sity, Hong Kong (e-mail: allenhongyu.liang@connect.polyu.hk; lslzhang@
polyu.edu.hk; xl.ding@polyu.eud.hk; vivianyoxi@gmail.com).

Z. Lu is with the Roy M. Huffington Department of Earth Sciences, South
Methodist University, Dallas, TX 75275, USA (e-mail: zhonglu@sum.edu).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TGRS.2018.2853706

components is critical, especially the atmospheric propagation
delays that can impose notable errors in deformation measure-
ments [12]-[18].

Atmospheric delays are in general divided into ionospheric
and tropospheric terms [19], [20]. Delays in ionosphere are
caused by spatial and temporal disturbances of free electron
density. The ionospheric effect is mostly observed by long-
wavelength SAR sensors caused by the dispersive property
of atmospheric medium [21], [22]. In contrast, tropospheric
delays (TDs) are characterized as nondispersive effects result-
ing from variations in pressure, temperature, and humidity. The
total TDs are considered as a combined result of turbulence
mixing in the neutral atmosphere and stratified delays in the
lower part of the troposphere. The first component, turbulence
mixing in the neutral atmosphere, varies randomly in space
and time, while the stratified delays in the lower part of
the troposphere are generally distributed according to the
topography, leading to dependence on elevation. In this paper,
we specifically focus on correcting the stratified component of
TDs in MTInSAR measurements.

Different strategies have been developed to estimate and
correct TDs in InSAR measurements. One group of strategies
directly predicts tropospheric signals from external infor-
mation. These methods include the use of local or global
weather models [18], [20], [23], [24], large GPS network
data [25]-[27], and satellite multispectral imagery [28], [29],
such as Moderate Resolution Imaging Spectroradiometer and
Medium Resolution Imaging Spectrometer. Combined meth-
ods that use satellite spectrometers together with GPS data
or weather models to produce atmospheric delay maps on
SAR acquisition dates [17], [30], [31] have also been devel-
oped. However, GPS-based correction is limited by the sparse
distribution of GPS stations in remote areas. Image-based
correction method requires calibration and can only operate
under cloud-free and daylight conditions. Spectral observa-
tions and weather model measurements have the limitation
of lower spatial resolution. In addition, spectral observations
might not be temporally synchronized with SAR acquisitions
and therefore need interpolation, leading to uncertainties in
estimated tropospheric signals [32]-[34].

Another group of methods focuses on mitigating or cor-
recting delays solely based on InSAR data itself. Typical
methods involve averaging N independent interferograms [35]
or performing spatiotemporal filters on interferometric phase
stack [6], [7], [9], [36]. These methods can reduce phase
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variance induced by atmospheric delays, provided that
atmospheric delays are temporally uncorrelated and ground
deformation is stationary over SAR observation periods.
Meanwhile, the stratified component of TDs in interfero-
grams can be empirically estimated from the best-fitting
linear relation between the phase delay and the topography
using [14], [20], [32]

ABuop = K x A+ Wy (1)

where Aluop and Ak denote the tropospheric phase delay and
elevation difference, K represents the delay/elevation ratio,
and @y represents the intercept, which can be neglected when
(1) is applied to the whole interferogram. Such linear height
correction has been used to reduce topography-dependent
phase delays, yet its performance is weakened by two limita-
tions. One is the contamination by other signals (e.g., defor-
mation and topographic error) which can bias the estimation
of delay/elevation ratio K. Improved methods are available to
remove the deformation signal by using, for example, a priori
model of ground motion [15], [16] or a multiscale approach to
select a spatial band insensitive to deformation [32] before the
estimation of K. But these methods are prone to overcorrected
phase delays when displacement is correlated with topogra-
phy [17] and the band selection requires empirical information
which is sensitive to outliers. The second limitation stems from
the fact that a unified delay/elevation ratio cannot be applied
for the whole extent of the SAR scene due to spatial variability
of tropospheric property. Some efforts have been devoted to
overcoming this by using either a piecewise linear height
correction in multiple windows [13] or a spatially variable
power law approach [37]. However, the former method ignores
the bias of intercept ¥y which needs a common reference in
different windows [34], [37], while the power law function
is sensitive to the tradeoff between estimated parameters and
deformation or turbulence signals [20], [34].

The primary goal of this paper is to develop a new TD
correction method that can resolve the limitations associ-
ated with abovementioned approaches. By jointly estimating
spatially varying TDs together with deformation and topo-
graphic error under the framework of MTInSAR, the pro-
posed method can more accurately isolate TDs from other
signals. Moreover, the proposed method is highly adaptive
for a large set of interferograms since it is based on an
interferogram stack rather than a single image pair. Because
the relationship with topographic height might vary from place
to place, the stratified delays should be modeled locally. The
criterion for local window segmentation has not previously
been explored. We propose here a quadtree-based strategy
for window segmentation, which can adaptively determine the
window size with the predefined allowable height gradient.
In each local window, deformation and topographic errors
are parameterized according to the relationship with temporal
and spatial baselines, respectively, and TDs are simultane-
ously modeled by following their dependence on topography.
We implement our model and parameter estimation under the
framework proposed by Zhang et al. [8], where observations
are phase difference at arcs (i.e., coherent point pairs) without
the need of phase unwrapping, accompanied by a phase ambi-
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Fig. 1.  Schematic of estimation for tropospheric signal. The black line
shows an example of TD that varies as a nonlinear function of eleva-
tion [16], [37]. Such a delay cannot be modeled by conventional linear method
(i.e., the dotted-dashed line), which, however, can be well approximated by
polylines (i.e., the dotted-dashed line with triangle). These polylines have
fixed slopes within certain gradients.

guity detector designed to remove arcs having phase integers.
Sections II-IV are dedicated to describing the details of the
method and evaluating the performance from synthetic and
real data sets.

II. METHODOLOGY
A. Window Segmentation

The starting point of this method is selecting interferometric
pairs with short temporal and spatial baselines. In each inter-
ferogram, phase ramps induced by orbital inaccuracy are pre-
liminarily removed by fitting 2-D polynomials [10], [38], [39].
Considering the spatial variability of troposphere signal,
the whole scene of the interferogram is divided into multiple
windows. Regular use of square windows has been widely
employed for this purpose [13], [37], [40]. However, such
strategy defines the same spatial size over the whole image
without accounting for the elevation variation within each win-
dow, possibly resulting in unsuitable windows. For example,
if the size is too small, there might be some windows that are
entirely occupied by the turbulent component of atmospheric
delays, degrading the reliability of estimated delay-elevation
ratios [34] and increasing the computational burden, while if
the size is unsuitably large, there might be some windows
with a large elevation gradient, making it insufficient to model
the stratified component linearly. Instead, considering that the
stratified delay has a strong relationship with elevation, which
can be modeled linearly within a certain height difference
(Fig. 1), we conduct window segmentation according to height
gradient by quadtree. Only those windows with a large height
gradient are further divided into quadrant windows; thus,
the turbulence will not occupy the entire estimation area and
preserve the linearity of tropospheric variation. The procedure
of window segmentation is described as follows.

1) Initialize coarse windows for the whole scene in radar

coordinate system.
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2) Compute the elevation range within each window.

3) Identify windows whose elevation ranges exceed thresh-
old Z and divide the selected windows into four
quadrants.

4) Repeat steps 2 and 3 and terminate when the size of the
divided window is smaller than threshold S.

To maintain the spatial consistency, adjacent windows have
an overlap of 25% window size. The threshold § for the
smallest window size and Z for the elevation range can be
determined from a priori information. Theoretically, since
TDs are caused by the air refractivity gradients of the neutral
troposphere along the vertical due to variations of pressure,
temperature, humidity, and water vapor content across the
scene, the delay variation in space is correlated with these
components. For the smallest window size, considering the
complicated variation of troposphere in space, the lower
limit for the smallest window size S can be set as 2 km,
as smaller length scale (S < 2 km) is relatively insensitive
to larger scale tropospheric signals [32]. For elevation range,
a too small range may lead to insufficient observations in
divided window, while unsuitably large range might introduce
nonlinear variation of troposphere. In this paper, 1000 m
could be a conservative threshold of elevation range where
the troposphere varies linearly with elevation, since previous
studies have shown that delay/elevation ratio remains stable
within 900-2000 m [15], [20].

B. Joint Estimation in Local Window

Once window segmentation is finished, local Delaunay tri-
angulation [8] is employed to densely construct arcs (i.e., point
pairs) from coherent points within each window. The relation-
ship between stratified TDs and elevation in an individual SAR
acquisition is taken as linear within a localized area. The rela-
tive phase delays in an interferometric pair can be represented
as the difference of phase delays in master and slave SAR
acquisitions, each being described by (1) with respect to a
reference acquisition. Considering that interferograms are the
linear combinations of SAR images, for simplicity, we assume
here that the stratified TDs in the optionally selected reference
image is zero and use the resulting images to generate the
delays in all of the selected interferograms. By doing so,
the number of parameters to be estimated will be reduced. The
phase delay at coherent point p with respect to the reference
SAR acquisition is expressed as

Q)i

trop,slc,p — hpx K;lc + Do. (2)

The phase delay difference between coherent points p and ¢
can be written as

AQ{rop,slc,p,q: (hp — hq)XKilc 3)

where i is denoted as the window number, Ksilc is the best-
fitting linear coefficient within the window, and A, and h,
represent the elevation of points p and ¢, respectively. Since
points p and ¢ are with respect to the same reference in
the local window, intercept @y is canceled out during the

differencing operation. If there are G arcs constructed in the

ith local window, the relative phase delays at all arcs in an
SAR acquisition can be written as

ACI){rop,slc _
Gxl Gxl1

dhi i
1 >ilcl “)

where dh' is the vector of elevation difference between points
that form all arcs in the local window. Considering that there
are M interferograms generated from N SAR images, phase
components due to TDs in the ith local window at all arcs
from M interferograms can be denoted by
A(:I)érop _ B tlrop > P tlrop ( 5)
(GxM)x1l (GxM)yx(N—1)" (N—-1)x1

with

B, i’ F
trop — ® (6)
(GxM)yx(N—-1) Gx1 Mx(N-1)
where A(D{mp represents (G x M) x 1 vector including all

phase differences induced by TDs in ith local window from M
interferograms, Ptirop contains all TD coefficients with respect
to reference SAR image, and ® denotes the Kronecker tensor
product. F' is the linear conversion matrix from single SAR

image to interferometric pair; it has the form as

1 0 -1 .- 0
o 1 - -1 0
F=| . . . . . )

0 0 1 (US| Mx(N—1)
where 1 and —1 indicate master and slave SAR images,
respectively, in an interferometric pair. Note that since the TD
in reference SAR image is usually taken as zero without loss
of generification, the corresponding column in F has been
removed.

As mentioned previously, apart from TDs, InSAR observa-
tions are also subject to deformation and topographic error.
These errors may influence the estimation of TDs in inter-
ferograms. To account for them, in the jth interferogram for
an arbitrary coherent point p, the deformation rate (v,) and
topography error (Ah ) with respect to reference point can be
modeled by

; 4z 4z B ; v
i _ . >J P
Paetoriopop = | =757 * T5 =77 X sin@] x [Ahp]
(8)

where 4 is the radar wavelength, r is the slant range distance
from SAR satellite to ground coherent point p, € is the
local incident angle B ; and T represent the interferogram’s
spatial and temporal baselines, respectively. Note that for
simplicity here we define the deformation model as a linear
term. In other cases, nonlinear deformation can be empirically
modeled by quadratic and cubic polynomials as well as sea-
sonal functions [7], [8], [41]. Considering M interferometric
pairs, phase contributions due to deformation and topography
error can be expressed as

i i
. leefo+topo,p « Pdef0+topo,p )
M x 2 2x1

i
(Ddefo+topo,p
M x 1
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where Péefoﬂopo,p = [Ah, vp]T, and ,b’(’iefoﬂopo,p is a design
matrix converting deformation rate and topography error to
interferometric phases. When there are G arcs constructed
from L coherent points in the ith local window, phase com-
ponents due to deformation and topographic error from M
interferograms are denoted by

A(I)iiefo+tcvpcv _ B(lief0+topo « P éef0+topo (10)
(GxM)yx1 (GxM)yx2(L—1) 2(L-1)x1
with
B(liefo+topo C ® ﬁ(lief0+topo (11)

(GxM)x2(L—1)  Gx(L—1)  Mx2

where A(Dfiefo topo Tepresents (G x M) x 1 vector including
all phase differences induced by deformation and topographic
error in ith local window from M interferograms. Péefo Hopo
represents 2-D vector of deformation rate and topographic
error for L — 1 coherent points in the ith local window. Note
that the parameters of one reference point have been assumed
to be known. C' is the network matrix relating coherent
points and arcs in the ith local window, in which the column
associated with the reference point has been removed. It has
a form as

Cl = (12)
0 0 1 0 -1 Gx(L—1)
where 1 indicates the starting point and —1 refers to the ending
point along an arc.

Since the proposed method aims to simultaneously esti-
mate TDs, deformation, and topography error, the joint model
can be derived by combining (5) and (10)

__Av B x P' + R (13)
= X
(G x M) x1 (G x M) x 1
with
B' = [B(llefothopo Btlrop]
. . . T
Pt = [Pciefothopo Ptlrop] (14)

where A®' represents (G x M) x 1 vector including all obser-
vations of phase differences in a joint model. R; represents
corresponding phase residual vector induced by decorrela-
tion effects, unmodeled deformation, and turbulence signals.
By solving (13), we can obtain TD ratio, deformation rate,
and topography error at the same time. It should be noted that
in (13), the design matrix on the right side and the observation
vector on the left side contain the estimation information of
all arcs in a local window; it is difficult to use conventional
least squares to solve such a large sparse linear system. Alter-
natively, we can adopt sparse matrix factorization to derive
the solution. One typical method refers to an iterative process
with the constraint min ||R"H2 based on the Golub—Kahan
bidiagonalization [42].

Since observations in (13) are calculated from the difference
of wrapped phases, we assume that there are some phase
ambiguities in the observations and they should be removed

before performing precise estimation. Under this assumption,
we adopt the outlier detector proposed in [8] to identify the
arcs with phase ambiguities from the residual of (13) after
initial solution. The detector can be expressed as [8], [10]

max(|rg))> T, g=1,...,G (15)

where rg represents the vector of phase residual of gth arc in
R' and T denotes the threshold of phase residual. Once the arcs
with phase ambiguities are identified and eliminated, isolated
points are detected and discarded to avoid rank deficiency in
design matrix B’. Observations A®’ and design matrix B’
in (13) will also be updated after removing points and arcs.
The unknown coefficients are obtained by conducting sparse
matrix factorization again. Considering E points and F arcs
are remained after phase ambiguity detection, the phase dif-
ferences at arcs after removal of tropospheric signals can be
derived by

—i i =~
AD,  AD Biop
(FxM)x1 (FxM)x1 (FxM)x(N-1)
pi
x——P (16
(N—-1)x1
with
—i
AD,
(Fx M) x1
. . P
=[AG, | AG,, - MG, - A,y | (D)
where A® B,y and Pi, represent updated terms in (13),

—~—
and A, represents the phase difference at all remained arcs
from M interferograms after correcting TDs in the ith local
window.

C. Final Solution

After performing joint estimation in each local window,
the stratified tropospheric phase delays are removed locally.
The phase differences at arcs after the removal of TDs are
derived over the whole scene. Some arcs might within the
overlapped area between adjacent windows might have differ-
ent phase difference values. This is mainly because the spatial
variation of troposphere makes the delay/elevation ratios vary
in different windows. To derive optimized results, we choose
to retain the arcs in overlaps that have the smallest residuals
obtained by (13). Once redundant arcs are removed, corrected
phases at coherent points are obtained by spatial integration
with respect to a reference point. For each interferogram,
the corrected phase differences at arcs and phase values at
points can be linked by

AD, ;= C x X; (18)

where X ; represents the jth corrected interferogram for TDs,
and C denotes the conversion matrix relating coherent points
to arcs in whole scene. Note that the column corresponding
to the reference point in C has been removed. Thus, (18) can
be solved using least squares

X; = (C"We) C"WAD, ;. (19)
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Step 1: Input data

Step 2: Segment quadtree
windows

Step 4: Correct tropospheric
delays in whole scene

Estimated tropospherc delay stack

Interferogram stack comecting for
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orhital emor
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Step 3: Locally estimate
tropospheric delays by joint
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Fig. 2. Step-by-step routine for the proposed TD correction.

D. Algorithm Flowchart

The algorithm flowchart is shown in Fig. 2, and the whole

procedure of the developed method is described as follows.

1) Prepare input data sets, including digital elevation model
(DEM) of the study area, multitemporal interferogram
stack, and associated spatiotemporal baselines.

2) Divide the whole scene into quadrant windows accord-
ing to height gradient by quadtree.

3) Within each local window, construct point network and
jointly parameterize deformation, topographic error, and
height-dependent TDs. Outliers with phase ambiguities
are detected and removed based on the estimated resid-
uals after initially solving the joint model; a second
estimation to correct TD at arcs is then performed.

4) Combine all arcs from local windows to the whole scene
and integrate estimated TDs and corrected phases from
arcs to points.

III. SYNTHETIC DATA TEST

To evaluate the performance of the proposed method,
we conducted a simulation test using synthetic data consisting
of 14 SAR images based on the topography of the island of
Hawai’i. The benefit of using a synthetic data set is that the
estimated tropospheric phase delays can be compared with the
true values that are often unknown in real cases. During the
test, we generated 202530 coherent points in the test area
with a spatial size of 92.2 km x 87.7 km and elevation range
of 4.2 km. The large coverage and high relief allow simulation
of spatial variability for tropospheric signals. We assumed that
the phase ramps induced by orbital errors have been removed
before estimation, so the signal components considered in the
synthetic interferogram include tectonic deformation, stratified
TD, topographic error, atmospheric turbulence, and random
noise. The ground deformation field was constructed by
using a Mogi model based on a point source in an elastic
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half-space [43]. We defined that the central depth of point the tropospheric phase delay can be empirically expressed as
source is 8.7 km and the maximum deformation rate is D), — Phmin) X R
95 mm/year along SAR line of sight (LOS) direction. To simu- Drrop = W
late the spatial variability of stratified troposphere, we used an h,max = Ch,min
exponential function to express the relationship between phase  ith

delay and topography [17], [20]. Considering the temporal

fluctuation, interannual sine function was used to simulate W = e
the seasonal variation of troposphere [20], [23]; therefore, . <27L’ >

=a+bxsin| — xt

(20)

h

for a point with elevation h at a given SAR acquisition, @D
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(b)—(d) Schematics of window segmentation in joint model. (e)—(h) Corrected interferogram for TDs by four methods. (i)—(1) Estimated TDs. (m)—(p) Distribution

of residuals between synthetic and estimated TDs.

where a and b are the intercept and coefficient of sine
function, respectively, ¢ represents the SAR acquisition time,
and T is the period of seasonal variation of troposphere.
Fig. 3(a) presents the simulation of temporal evolution of
tropospheric signal at SAR acquisitions. We produced topo-
graphic errors using fractal surface with a fractal dimension
of 2.8 and defined the errors distribute between 0 and 30 m.
The atmospheric turbulence in each SAR image was simulated
using fractal surface with fractal dimension being 2.2 [44]. The
turbulence had a maximum variation of 1 rad and occupies
30% of the whole scene. The random noise was generated in
all SAR images with a mean of 0 rad and a standard deviation
of 0.1 rad. During the test, we generated 23 interferograms
with spatial and temporal baselines that are shorter than

200 m and 220 days. Fig. 4 shows a realization of one
simulated interferogram.

Using these synthetic data sets, we implemented the
quadtree-aided joint model. The smallest window size and
the threshold of elevation range for window segmentation
were set as 2.7 km and 1000 m, respectively. Parameters of
height-dependent TDs for SAR acquisitions were estimated
together with the deformation rate and the topographic error in
each divided window. We derived the estimated tropospheric
phase delays and phase maps after TD correction. The root
mean square (rms) of simulated tropospheric phase delays
was calculated as the magnitude of TDs. We then computed
the difference between the estimated and simulated TDs and
compared with the results from a conventional linear method
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(see Figs. 5 and 6). The comparison results show that even
under spatial variability of tropospheric properties and other
confounding signals, the joint model can still provide a stable
estimate of TDs. In the cases when simulated TDs are very
small, the joint model-derived TDs have a slightly larger root-
mean-square error (RMSE) than the results from the linear
method, but still within an accepted range of error. The
relatively larger deviation is mainly because when turbulence
mixing overwhelms the height-related TDs across the whole
scene, the linear method is less affected than the local esti-
mation [34]. In general, regardless of magnitude of TDs, the
quadtree-aided joint model can effectively correct TDs from
multitemporal interferogram stack.

We also considered the impact of quadtree segmenta-
tion on joint estimation. In addition to the aforementioned
quadtree, we adopted two other window segmentation strate-
gies before proceeding to joint estimation. The SAR scene
was divided into regular uniform windows using two different
scenarios; one scenario used larger dimension windows of
31 km x 29 km [Fig. 5(b)], and the second used a smaller
window size of 2.9 km x 2.7 km [Fig. 5(c)]. In each divided
window, we implemented the same joint estimation and
combined the estimation results back into the whole scene.
The results obtained from the regular window segmentations
were compared with the results of a quadtree-aided seg-
mentation (Figs. 5 and 6). Interestingly, no matter which
regular window size was employed, the quadtree-aided joint
model tends to outperform them. In fact, it is challenging for
regular window segmentation to achieve the balance between
tropospheric inhomogeneity in space and reliability of local
estimation. In contrast, by using two parameters (i.e., eleva-
tion range and spatial dimension), the quadtree segmentation
can achieve optimal tradeoff between preserving the spatial
stability of troposphere in mountainous areas and minimizing
turbulent degradation in flat areas.

We further tested turbulent effects on the estimation of TDs
in the proposed model. There are two major parameters that
can be used to describe turbulent effects in space. One is
the maximum magnitude of turbulence in phase, which was
set as 1, 2, and 3 rad. The other parameter is the spatial
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Fig. 7. Average RMSE between estimated and simulated TDs in 23
interferograms. Each color corresponds to the result derived by one kind of
method.

Fig. 8. Topographic map of Dangxiong of southern Tibet generated from
SRTM DEM data. The black solid box outlines the study area covered
by ALOS PALSAR data (Ascending Track 500). The blue solid rectangles
represent the divided quadtree windows according to elevation gradient.

scale of the turbulence. Here, we set it as 30% and 60%
of the whole scene size, respectively. We calculated the
average RMSE between the estimated and simulated TDs from
23 interferograms and plotted the results in Fig. 7. With the
increase in turbulent magnitude and spatial size, no signifi-
cant rise of RMSE is detected, implying that the proposed
method for stratified component mitigation is insensitive to
turbulence effect. This is because turbulence mixing varies
randomly in space and time while the stratified delay only
correlates with elevation; the use of abundant observations
at arcs ensures the robustness of linear estimation in local
windows.

IV. REAL DATA TEST

A. ALOS/PALSAR Data Over Dangxiong

We tested the quadtree-aided joint model by using the Dan-
gxiong area of southern Tibet (Fig. 8), where crustal activities
are frequent due to normal faulting of the Yangdong—Gulu rift
system. GPS records show that the active rift system has a
left-lateral slip rate of 0.7 & 1.1 mm/year and an opening rate
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Fig. 9. Comparison of corrected interferograms over Dangxiong for ALOS/PALSAR data. (a) Wrapped interferograms before correcting TDs. (b) Wrapped
interferograms after correcting TDs by linear method. (c) Wrapped interferograms after correcting TDs by ITD method. (d) Wrapped interferograms after

correcting TDs by quadtree-aided joint model.

TABLE 1
INTERFEROMETRIC PAIR BASELINE INFORMATION

L Perpendicular Temporal

No. Interferometric pair baseline (m) baseline (day)
1 20061229-20070213 1552 46

2 20070213-20071007 813 230

3 20071001-20080101 192 92

4 20071001-20080216 1174 138

5 20071001-20080703 -1105 276

6 20080101-20080216 981 46

7 20080101-20080703 -1297 184

of 24+0.6 mm/year [45]. On October 6, 2008, an Mw 6.3 earth-
quake struck this area, causing large economic losses and
casualties. We obtained preseismic data of six ALOS/PALSAR
images (ascending track 500) acquired between Decem-
ber 29, 2006 and July 3, 2008. Seven interferograms were gen-
erated with the spatial and temporal baselines less than 1300 m
and 330 days, respectively (Table I). As the test area has large
spatial coverage (67 km x 82 km) and rugged topographic

I Before correction
16 EEEE After linear

I Ater ITO
N After joint model

1 2 3

4 ) B 7
Interoferometric number

Fig. 10. Comparison of local delay/elevation ratios before and after
corrections for ALOS/PALSAR data.

relief (3.6-6.3 km), the same TD/elevation ratio does not
apply across all the regions of the interferogram. Elevation-
dependent tropospheric signals still remain in the interfero-
gram even after correction by the linear method [46]. During
the processing, we selected 2697662 coherent points from
multilooked interferograms with a spatial resolution of roughly
45 m. After correcting phase ramps due to orbital inaccuracy
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Comparison of corrected interferograms over Iran-Iraq border for Sentinel-1 data. (a) Wrapped interferograms before correction TDs. (b) Wrapped

interferograms after correction with linear method. (c) Wrapped interferograms after correction with ITD method. (d) Wrapped interferograms after correction

with quadtree-aided joint model.

by the method proposed in [10] with sparsely sampled points,
the interferogram scene was divided into local windows
according to height gradient by quadtree. The smallest window
size and the threshold of elevation range in the quadtree
segmentation were set as 2.1 km and 1000 m, respectively.
In each divided window, the stratified TDs were estimated
jointly with the deformation rate and topographic error. Since
this paper focuses on estimating and removing stratified TDs,
qualitative validation and discussion of the deformation results
are beyond the scope of this paper. Instead, we verified the
effectiveness of TD correction of the proposed method through
a comparison with a conventional linear method and iterative
tropospheric decomposition (ITD) method [26]. In particular,
the ITD method integrates high-resolution numerical weather
model from the European Center for Medium-Range Weather
Forecasts (ECMWF) with GPS-derived TD products (where
available). The ITD approach has the capability of separating
stratified and turbulent signals from tropospheric total delays
and generating zenith total delay (ZTD) maps for correcting
InSAR measurements. The combination of ECMWF and GPS
ZTDs can preserve the attainable spatial and temporal reso-
lutions of the two data sets. (For detailed information, please
refer to http://ceg-research.ncl.ac.uk/v2/gacos/.)

Fig. 9 presents the wrapped phase maps after correcting
TDs from the three methods for each interferometric pair.
Fig. 9(a)—(d) illustrates the same series before correction, using
the linear correction method, the ITD method, and our new
quadtree aided joint model, respectively. It can be observed
that in addition to other confounding signals (i.e., deformation,
topographic error, and turbulence), the interferometric phases
are mainly impacted by stratified TDs, which show a strong
correlation with topography. After correcting TDs, all three
methods lead to reduction in the global relation between
topography and phase. However, discrepancies can still be
observed between the tropospheric correction results over
mountainous regions. The linear method leaves topography-
related signals in the corrected interferometric pair 2008010—
20080703 [Fig. 9(b)], while results corrected by ITD method
show clear height-dependent patterns in interferometric pairs
20071001-20080101 and 20080101-20080703 [Fig. 9(c)].
By applying our proposed method, all corrected interferograms
show the largest reduction of height-dependent signals among
the three methods [Fig. 9(d)].

A statistical analysis on the delay/elevation ratios [37]
was conducted to evaluate the performance of tropospheric
correction. The ratios were calculated from local windows
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TABLE II

AVERAGE LOCAL DELAY/ELEVATION RATIO (rad/km) BEFORE AND AFTER CORRECTIONS
BEFORE AND AFTER LINEAR METHOD AND QUADTREE-AIDED JOINT MODEL

20061229-  20070213-  20071001-  20071001-  20071001-  20080101-  20080101-
20070213 20071001 20080101 20080216 20080703 20080216 20080703
Before correction 0.54 0.74 1.03 1.21 0.85 0.40 1.87
After first correction by linear method 0.53 0.58 0.42 0.52 0.53 0.39 0.58
After second correction by linear method 0.53 0.58 0.42 0.52 0.53 0.39 0.58
After first correction by joint model 0.48 0.49 0.28 0.42 0.47 0.35 0.47
After second correction by joint model 0.46 0.47 0.25 041 0.43 0.33 0.45
=8| m—etore comection — before and after tropospheric correction for 28 interferograms.
g 7| W Ater inear N At ot madel The results indicate that the proposed method can best remove
gs the stratified TDs compared with the other two methods. It is
R worth noting that after correction, the nonzero delay/elevation
& ratios are attributed to the remaining confounding signals.
:;;. 3
E o V. CONCLUSION AND DISCUSSION
e 1
ol . L ! L L In this paper, we proposed a quadtree-aided joint model

Interoferometric number

Fig. 12. Comparison of local delay/elevation ratios before and after
corrections for Sentinel-1 data.

in unwrapped interferograms before and after TD correction.
Fig. 10 presents the average delay/elevation ratio for each
interferogram before and after corrections. It can be observed
that all three methods show effectiveness in mitigating strat-
ified TDs, while the proposed method yields the largest
reduction in local delay/elevation ratios.

In addition, we also evaluate the correction performance
under multiple iteration processes by the linear method and
the proposed joint model. Table II presents the resulting
delay/elevation ratios after the first and second corrections
by these two methods, respectively. It can be seen that
after the second correction, no improvement is found for the
linear method and the improvement from the joint mode is
also insignificant. This is because the majority of elevation-
dependent delay has been removed in the first iteration.
Considering the computational efficiency, one-time correction
with the joint model is adequate to remove the height-related
atmospheric delays.

B. Sentinel-1 Data Over Iran—Iraq Border

We further tested our method using C-band Sentinel-1 data
over Iran—Iraq border where Mw 7.3 earthquake occurred on
November 12, 2017. We used 19 Sentinel-1 images acquired
between April 9, 2017 and November 11, 2017 to gener-
ate 28 interferograms. A total of 358 904 coherent points were
selected from multilooked interferograms with a spatial reso-
lution of around 50 m. The scene was divided into 337 local
windows in which the joint estimation was implemented.

Fig. 11 provides a comparison of tropospheric correction
results from 5 of 28 interferograms. The Sentinel-1 inter-
ferograms exhibit complicated phase patterns due to the
spatial variation of stratified troposphere and possibly dra-
matic turbulence. The height-dependent TDs can be clearly
observed in the mountainous areas. After tropospheric cor-
rection, all methods lead to reductions of height-dependent
TDs. Fig. 12 presents the comparison of delay/elevation ratios

for correcting stratified TDs under the MTInSAR framework.
It has the capability of isolating TDs from wrapped interfero-
metric phases despite the existence of deformation signal and
topographic error. The key step of isolating confounding sig-
nals relies on the joint model which simultaneously estimates
stratified TDs, deformation, and topographic error, therefore
providing a more robust result. Meanwhile, accounting for the
spatial variations of TDs, the joint model is performed within
local windows, which are derived by quadtree segmentation
according to the topography gradient.

The effectiveness of correcting TDs by the proposed method
has been demonstrated by investigating both simulated and
real SAR data sets extensively. The simulated experiments
show that the joint estimation is robust against the interference
of deformation and topographic error. The experiments also
demonstrate that the quadtree-aided estimation is effective in
lieu of the spatial variations of troposphere turbulence.

It is worth remarking that due to the dense network
and strict phase ambiguity detector employed in the joint
model [8], [10], the estimation of integer ambiguity is not nec-
essary and phase unwrapping error can therefore be avoided.
However, this is a thorny issue for the conventional linear
method or external prediction product which is implemented
based on the unwrapped phase of each interferometric pair.

In terms of computation efficiency, as the whole interfer-
ogram is divided into multiple windows, the computational
memory and processing time can be high because of the
joint estimation of intensive parameters and large redun-
dant observations at arcs. Take the ALOS/PALSAR data for
example, the whole processing files occupy about 17.1-GB
memory. The processing time for this case is about 12.9 h
on a desktop with an Intel i7 CPU and 64-GB memory.
For the Sentinel-1 data case, the whole processing requires
6.7-GB memory and takes about 1.6 h utilizing MATLAB.
The high demand for computation memory and processing
time could be the main limitation of the proposed method.
However, it is worth noting that the joint model is not only
used for the correction of TDs. Considering the deformation
and DEM errors are also simultaneously estimated from the
model and further MTInSAR processing is no longer needed,
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the high computation burden is acceptable. In future work,
we plan to improve the algorithm efficiency by parallelizing
the processing patch-wisely.
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